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Digital
Twin

A virtual replica designed to accurately
reflect real world objects, systems or
processes.

e a high-fidelity model of a system which
can be used to emulate the actual real
system

A digital twin goes beyond mere simulation:

e is much a richer virtual environment that
mimics the physical one

e enables study and prognosis of multiple
processes

e can be feed with real data

Apollo 13

The ground simulators saved the mission.

High fidelity models enable to explore solutions
and predict results.

The procedures carried out in space were first
tried out on earth, and rejected if the simulators
showed it to be dangerous or impractical
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Destination Earth Twins
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Socio-economic
impact sectors

Economics
& insurance

Hydrology
& water

Food &
agriculture

Biodiversity

Energy &
Transport

Model, monitor and simulate
natural phenomena, hazards
and the related human activities.
Anticipating climate-related
events.

Digital replicas of the Earth
System in thematic areas:

e Earth science

e Climate change
e Oceans

e Biodiversity

e Others

Integrated into a comprehensive
digital twin of the Earth system



GEOphysical extremes
DT-Geo

DT-Geo

o Digital Twin of geophysical extremes.

o  Analyse and forecast the impact of geohazards
from earthquakes, volcanoes, tsunamis and
anthropogenic seismicity.

o  Forintegration in Destination Earth Initiative.
Urgent computing, early warning forecast and
rapid post-event assessment.

o  Started in September of 2022.

Contribution
o  Software and Service Quality assessment
o Integration of workflows and containerisation
o  Providing tools for containerisation (udocker)

Country count

Participating Organisations
From 10 different countries

Beneficiary Partners
CSIC, INGV, IGF, CIN, BSC, NGI, UMA, GFZ,
LMU, IMO, UHAM, LIP, CNRS, EPOS, ACK

Affiliated Entities

UPV (affiliated to CSIC)

UNISTRA, UGA, IRD, OCA, UCA, IPGP, UP (all
affiliated to CNRS)

Associated Partners

2 from Switzerland (ETH and MON)

1 from U.K. (UKRI)

Other initiatives i Figure 1.2.1. DT-GEO in a nutshell
(see Section 1.2.5) :

' Established and validated assets
: (see Section 1.2.2)

ChEESE

DT-GEO project

‘( eFlowsdHPC i Digital Twin on geophys

HPC workflow software st
(e.9- PyCOMPs)

i | Site Demonstrators (SD) are... (see Section 1.2.4)

¥ S
o 4} &=

=\ FENIX

2022-2024
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DT-Geo Software stack
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DT-Geo @ CINECA - Leonardo main components

1.536 CPU-based nodes
o 172.032 cores

3.456 GPU-based nodes
o 13.824 GPU
o 110.592 cores

155 Racks
o 16 CPU racks
o 116 GPU racks
o 121/0 racks
o 1 System racks

Power Requirements
o HPL:~ 8.0 MW
o  Operational: ~ 6.0 MW

BOOSTER MODULE

3456 NODES
240 PFLOPS HPL

Low latency Interconnect 200Gb/s

FRONT-END &
SERVICE PARTITION

Login Nodes
Visualization Nodes
Service & mgmt

DATA-CENTRIC MODULE

1536 NODES
9 PFLOPS HPL

INFINIBAND/ETHERNET
GATEAWAY

25TB/s

A FACILITY DISTRIBUTION
> & ROUTING
INTERNET & GEANT




GT-Geo application containerisation HPC ready

Workflow step + target system

A _ Container Image Creation Service
2 "machine": {
) "platform": "linux/amdé64",
. "architecture": "sandybridge", Build HPC
ipe Build
. ' '1BCIF"3 ullders |V|Il|ti-')|iltft)fl'\ ‘:""ti’i".’r
? :vorkf}o:" s :: m_pill 11'72 o . e Build Tool RGSI“W
: ) step_id" :"reduce_order_model Buﬂding
Environ.
json
Container components
I Installation Description
S i (as HPC Builder Package)

- kratos apps=LinearSolversApplication, RomApplication

spack.yml package.py



DT-Geo uses
udocker

UDOCKER

User tool to execute docker containers in user
space. Developed at LIP:

Fully user space.
No root privileges required to use or install.
Does not require compilation.

Download and execution of docker containers
by non-privileged users.

Suitable for Linux batch systems and interactive
clusters managed by other entities such as grid
infrastructures.

Does not require Linux namespaces.

https://github.com/indigo-dc/udocker

O indigo-dc / udocker

<> Code () Issues 21 {9 Pullrequests ) Discussions () Actions

< udocker Public

¥ master ~ Pn

“ jorge-lip Merge pull reques
B sq
M docker_sqaaastools

B docs

[ ]

travisyml
AUTHORS.md

CHANGELOG.md

[s]
D g
D -
D -
]
[&]
[u]

simple
pathname
translation
no namespaces
no chroot
no mounts

Q Type [to search

< EditPins ~  ©Unwatch 33 ~

Go to file Add file ~ <> Code ~

©1831

read layers

O
> 1 [(+-][e)(n](=]&

[ Projects [0 wiki @ Security |~ Insights &3 Settings

Y Fork 115 - 7 star kv

About

A basic user tool to execute simple
docker containers in batch or
interactive systems without root
privileges.

& indigo-dc.github.io/u

i container |
layers

i container |
dir tree

ptrace shared lib
(proot) (fakechroot)

user

namespaces

namespaces
(runc/crun)

(singularity)

execute



https://github.com/indigo-dc/udocker

DT D D
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Workflow composition
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interTwin
Quality Big ta acquisition and

e - DTE Core capabilities
Verification anal ic processing

APIS/ APIs

o Develop a common approach to the

0 o a_ o o o_ o o DTE Infrastructure
implementation of Digital Twins (digital twin m“ ww [ Data reposiories | )

engine - DTE)

o  Applicable across the whole spectrum of
scientific disciplines

o  Open-source interoperable platform

o  Software components for modelling and

simulation to integrate application-specific DTs Gaandspoiiniive
. . Validation Internal and External DT Digital Twin Digital Twin Engine
o Blueprint architecture for DTs : sopiaton Deveiopars
o Liaison with Destination Earth | e Lot
o Started in September 2022 O—~—©
Data and Compute EOSC and DestinE
Providers Industrial data
e (Contribution NP S
o  Software release and management s serees (S

o  Quality and validation for applications, models
and services




Core capabilities 1/2

The DTE Core Modules offer horizontal capabilities to facilitate the creation and

e the operations of data-intensive and compute-intensive DT applications:
Advanced workflow composition: executes DT workflows that can invoke other Core
module capabilities. An interdisciplinary processing graph will serve as a link and API for
the supported workflow engines guaranteeing a common user experience and facilitating
the integration of discipline specific tools.

Data Fusion: implements and integrates processes for merging datasets from different
sources. This includes linking of observational and modelled data, and the harmonization
of different types of observational data like gridded datasets with vector based datasets
like point streams of data from ground stations. i



Core capabilities 2/2

Al workflow and method lifecycle management: toolbox for realizing complex Al setup

Real time acquisition and data analytics: delivers high performance data ingestion by
applying the paradigm of “serverless” computing to DTs. This module expands the
advanced workflow composition module to trigger on the fly processing upon data
acquisition.

Validation, verification, and uncertainty tracing for model quality: toolkit that
provides developers with the possibility to design and validate DT Models
guaranteeing quality and reliability of the DT applications outputs. Offered as a
“Model Validation as a Service” enabling customisations of best practices and standard
quality measures for scientific disciplines and applications.

20



Climate change impact of coastal/inland flooding events

j—==--=-==- SFINCS

User-defined area of interest

External forecasts:

HYDROMT *+ Wind

(model builder) * Pressure MSL
« Tides

* Waves
] + Discharge
Model input data: Deterministic Probabilistic
» DEM flood map flood map
« Bathymetry
* Roughness

Impact on Impact on
buildings roads and
and utilities accessibility

Infiltration

Community Flood Resilience Support System - Charleston

King tide 2020-10-18 No SLR Do nothing  King tide 20201018 1% SLR Do nathing  Hugo No SLR Do nothing  Hugo No SLR Seawall 15ft Raised Buildings 61t

External forecasts:

= = =» model builder flow « Temperature 5&* 1 1005
—> data flow « Precipitation
« Evapotranspiration

h 269,496,025

$2 1,571



EOSC Portal

sc ss
x e
C-Scale ——
[EOSC Core Services C-SCALE
(AL, Monitoring, Accounting, etc.) e ot o (VMs, Cor
c i

European Open Science Cloud project.

C-Scale (2021-2023) aims to federate
European EQ infrastructure services:

Aqua Monitor detects how the Earth's
surface water has changed during the last

e (opernicus DIAS and others. 30 years.

e (apitalise on the European Open Science Cloud = < Changes are detected in real-time using

(EOSC) capacity and capabilities. : = = satellite imagery for any place on Earth.

. . iﬁ[ﬂﬁi Porting the application from the Google
® SUppOI’t Copernlcus research and operatlons g, Earth Engine platform to the open

with large and easily accessible European N ) C-SCALE infrastructure, providing an

i . t interactive (zoomable) map that displays
computing environments. land use changes (wet vs dry).

Relies on the top-of-atmosphere

Supporting EO use cases and providing cloud SR N ccicnce images from Landsat 4.5, 7,

and 8 and will be extended to use

COmpUting resources. @ 1" i3 B Scntinel-2 MS| Level-1C data.

Kubernetes on INCD cloud.
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EOSC-Synergy
Quality for research sw

European Open Science Cloud (EOSC) project.

EOSC-Synergy (2019-2022) expanding
national e-infrastructures and services in
EOSC. Strong focus on quality, infrastructure,
and thematic services. Participation on:

e Coordination of Quality activities for software,
services and data.

e Quality baselines for software & services.
e Development of Jenkins Pipeline Library.
e Support to thematic services integration.

e Datarepositories and computing services
integration in EOSC.

Services
[QIVE111%
Assurance

Services

Long running instances
of code




EOSC-Synergy
Quality baselines

Good practices aimed at improving research
software and services. Set of quality conventions
oriented to DevOps.

e Software baseline
o Criteria meant to enhance the visibility,
accessibility and distribution of source code.
Encouraging good coding practices to improve
quality, reliability and security.
e Services baseline
o Minimum set of principles for reliable and
fit-for-purpose services such as web services,
web applications, platforms etc.
Provides common coherent quality attributes
aimed to ensure functional suitability and
strengthening of the services reliability and
stability.

The baselines are openly developed on github.

10.20350/digitalCSIC/12533

10.20350/digitalCSIC/12543

on April 29, 2020.

A set of Common Software Quality
Assurance Baseline Criteria for Research

Projects

0 R &
A DOl-citable version of this manuscript is available at hitp net/
10261/160086.

1link) was automatically generated from indigo-dc/sqa

A set of Common Service Quality Assurance Baseline
Criteria for Research Projects

C~

A DOl-citable version of this manuscript is available at http://hd| handle.net

This manuscript was automatically generated on 29-04:2020.
Authors
+ Pablo Onviz

© 0000-0002-2473-6405 - ©) orviz
Spanish National Research Council (CSIC); nsttute of Physics of Cantabia (FCA)

+ Mario David
© 0000-0003-1802-5356 - €) mariojmdavid
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EOSC-Synergy
SQAaaS

Quality Assurance as-a-Service platform (SQAaaS)

e  Enables the on-demand creation of CI/CD pipelines
making quality verification and validation easily
accessible to developers.

o  The Pipeline as a Service building block allows
you to compose and test customized CI/CD
pipelines in accordance with reference criteria.

o  The Quality Assessment & Awarding building
block analyses, the level of compliance to the
quality baselines.

e Integrates a wide range of quality verification tools
that are made easily available through a friendly
web interface.

e LIP developed the core component that powers
the SQAaas platform and enables creation and
execution of the CI/CD pipelines.

Software -
QA g
Phase Baseline criteria

!

Software _ P
L Quality
Repository Validation

) Artifacts  EEEEE)

Researchers,
Developers,
Computational
scientists, RSE

SQAaas
web interface

Programmatic
access

SQA
baseline Environment qc_style qc_coverage  qc_function

dynamic Setup o3api o3api o3api
stages

14s 5s 1min 43s 23s 1min 50s

1min 43s 23 1min 50s

Service ——
rvice Qual
QA Assurance
Phase Baseline criteria

Service Service Service

Delivery for ‘ Quality - Delivery

Validation Validation Production

AR

Badge issuer

Quality Assessment & Awarding
Evaluates the level of compliance of a source code
repository or running service according to the SQA baseline

al qc_security qc_doc Images to
o3api o3api Docker
Registry

Compose
cleanup

10s 1min 14s 7s 5s

1min 14s




EOSC-Synergy
SQA as a Service

The SQAaaS will be provided as a cloud service.
Making adoption and usage easier.

e No need to deploy and setup the components,
Jenkins, API, web, containers.

e No need to create the yaml configurations.

e No need to provide IT resources.

e No need to manage the platform.

Basis for EOSC quality assessment
e (anissue digital badges to reward and highlight
the quality achievements.
e Based on OpenBadges specification.
e Produce detailed quality reports.

https://sqaaas.eosc-synergy.eu/

y criteria define the CI/CD pipeline work

https://www.eosc-synergy.eu/technical-areas/quality/




IBERGRID 2023

RID l Benasque, Spain 24th to 30th September 2023

Design and implementation of Digital Twins
Development, implementation and operation of Data Spaces
Cooperation between Iberian research communities
Research applications in advanced Digital Infrastructures
Development of innovative software services
— R&D for computing services, networking, and data-driven

e science
: Quiality of software, services and data
e Enabling and fostering Open Science adoption in EOSC
e Datacenter and digital infrastructures development and status

reporting
“ o3 m Submission of abstracts is open !

B https://www.ibergrid.eu/2023-ibergrid-benasque
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