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Spanish Government 60%

Catalan Government    30%

Univ. Politècnica de Catalunya (UPC)      10%

BSC-CNS is
a consortium
that includes

Supercomputing and data 
services to Spanish and

EU researchers

R&D in Computer,
Life, Earth and

Engineering Sciences

PhD programme,
technology transfer,
public engagement

Barcelona Supercomputing Center –
Centro Nacional de Supercomputación



Earth 
Sciences

CASE

Computer
Sciences

Life
Sciences

To develop and implement global and regional state-of-the-art models for short-term air

quality forecast and long-term climate applications

To influence the way machines are built, programmed and used:

programming models, performance tools, Big Data, computer

architecture, energy efficiency

To understand living organisms by means of theoretical and

computational methods (molecular modeling, genomics, proteomics)

To develop scientific and engineering software to efficiently exploit super-computing

capabilities (biomedical, geophysics, atmospheric, energy, social and economic simulations)

Barcelona Supercomputing Center –
Centro Nacional de Supercomputación









90 racks, 72 nodes per rack, 6480 nodes, peak performance 45 PFlop/s

Node configuration:

• 2x Intel Sapphire Rapids 8480+ processors, 56 cores at 2GHz 
• 6192 nodes with 256GB DDR5
• 216 FAT nodes with 1TB DDR5

• 2x Intel Sapphire Rapids 03H-LC processors, 56 cores at 1.7GHz
• 72 nodes with 128GB HBM + 32GB DDR5

• All
• 960GB NVMe local storage
• NDR200 shared by two nodes
• DLC and RDHX cooling

MareNostrum5 – General Purpose Partition



35 racks, 32 nodes per rack, 1120 nodes, peak performance 260 PFlop/s

Node configuration:

• 2x Intel Sapphire Rapids 8460Y+ processors, 32 cores at 2.3GHz 

• 512GB DDR5

• 480GB NVMe local storage

• 4x NVIDIA Hopper 64GB HBM

• 4x NDR200

• DLC cooling

MareNostrum5 – Accelerated Partition



7 racks, 68 nodes per rack, 408 nodes, peak performance 2.8 PFlop/s

Node configuration:

• 2x NVIDIA Grace processors, 72 cores at 2.6GHz 

• 240GB LPDDR5

• 128GB NVMe local storage

• NDR200

• RDHX cooling

MareNostrum5 – NextGen General Purpose



Hard-drive storage

Spectrum Scale File System. 25 racks with 
RDHX cooling. In total:

- 20.400 HDDs, 18TB each, 1.6TB/s read, 
1.2 TB/s write. Total Net Capacity 
248PB

- 20 NVMe Flash, 15TB each, 600GB/s 
read&write. Total Net Capacity 2.8 PB

4xNDR200 per module

Tape-based storage

Two tape libraries, 13 racks each library:

- Total 20,100 tapes, 20TB per tape, 
402PB Net capacity

- 64 drives, 400MB/s per drive

MareNostrum5 - Storage



MareNostrum5 – High-Performance Network



50%

Access to MareNostrum5



EuroHPC JU access programmes
Extreme Scale Access, 2 calls per year
Regular Access, 3 calls per year
Benchmark and Development Access, rolling call

Red Española de Supercomputación
3 calls per year, for HPC and IA access

RNCA
Call for Advanced Computing Projects

Access to MareNostrum5



https://eurohpc-ju.europa.eu/access-our-supercomputers/eurohpc-access-calls_en

EuroHPC JU – Access

https://eurohpc-ju.europa.eu/access-our-supercomputers/eurohpc-access-calls_en


https://eurohpc-ju.europa.eu/access-our-supercomputers/eurohpc-access-calls_en

• Benchmark Access: to test applications on EuroHPC systems prior to applying for an 
Extreme Scale or Regular Access project

• Development Access: to develop, test and optimise applications on EuroHPC systems

• Regular Access: to serve research domains, industry open R&D and public sector 
applications that require access to substantial computing and storage resources

• Extreme-scale Access: targets HPC applications with high-impact and high-gain innovative 
research from academia, industry and public sector

EuroHPC JU – Access Programmes

https://eurohpc-ju.europa.eu/access-our-supercomputers/eurohpc-access-calls_en


https://eurohpc-ju.europa.eu/access-our-supercomputers/eurohpc-access-calls_en

Three calls per year
Four months from deadline to allocation

EuroHPC JU – Regular Access

https://eurohpc-ju.europa.eu/access-our-supercomputers/eurohpc-access-calls_en


https://eurohpc-ju.europa.eu/access-our-supercomputers/eurohpc-access-calls_en

Two calls per year
Five months from deadline to allocation

EuroHPC JU – Extreme-scale Access

https://eurohpc-ju.europa.eu/access-our-supercomputers/eurohpc-access-calls_en


EuroHPC JU – Awarded projects



Red Española de Supercomputación (RES), 
created in 2007

• Member of the Spanish Unique Scientific and Technical 
Infrastructures network (ICTS)

• Composed of 14 members, offering access to:
• 16 High-Performance Computing systems
• 9 Data Management facilities

Red Española de Supercomputación



RES in numbers

• Combined computing capacity above 22 PFlop/s
• Combined storage capacity above 180 PBytes
• High-speed network (RedIRIS)
• Periodic competitive calls for access

Annual statistics (2023)
• Nearly 1.000 million core hours distributed
• ~400 activities/experiments enabled
• ~240 scientific papers acknowledging RES
• More than 1.000 regular users

Red Española de Supercomputación



Computing
SERVICES

Data 
Management

SERVICES

Artificial 
Intelligence
SERVICES

• Quarterly calls and 

allocations
• Submissions by Jan, 

May, Sept

• Up to 30M core hours 
per year

• Yearly call

• Open from November 
to January

• Duration 3 to 5 years

• From 200TB to 1PB
• + VMs

• Quarterly calls and 

allocations
• Submissions by Jan, 

May, Sept

• Mentored activities
• Test activities

RES Competitive Services



RES Past awards

https://www.bsc.es/res-intranet/abstracts

https://www.bsc.es/res-intranet/abstracts


EuroHPC

RES

RNCA

Up to 1Mh 1Mh to 10Mh More than 100Mh10Mh to 100Mh

Access to MareNostrum 5



MN5
MareNostrum

EuroHPC

RES

RNCA
Portuguese HPC systems, 

including Deucalion

Spanish HPC systems (17) and 
Data Management centres (9) 

EuroHPC Exascale (2), pre-exascale (3), 
mid-range (3) and petascale systems (5)

Access to European HPC systems
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